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Generative AI & the academic publishing

















GenAI technologies

🠶 energising the production and 
reception of scientific knowledge

🠶 disrupting an already-
problematic academic 
publishing system

🠶 hyped by commercial interests 
targeting tools to academics

🠶 have recognised quality control 
issues (researcher trust in 
technology/platforms)



Research agenda

🠶 Rules: Peak research bodies and 
academic publisher responses

🠶 Tools: The emergence and uptake 
of RGAI tools, and cultures of use

🠶 Practices: Norms and practices of 
influential academics

🠶 Principles: Cross-sector principles 
and frameworks



GenAI rules: 
AI policies in academic 

publishing
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Authorship 

and AI: 
academic 

publishing  
policies

🠶 Nature: “No LLM tool will be accepted as a credited 
author on a research paper. That is because any 

attribution of authorship carries with it accountability
for the work, and AI tools cannot take such 

responsibility”

🠶 WAME: “Recommendation 1: Chatbots cannot be 

authors. [...] an author must be a legal person [...] No 
AI tool can ‘understand’ a conflict-of-interest 

statement, and does not have the legal standing to 
sign a statement. Chatbots have no affiliation 

independent of their developers.”

🠶 COPE: “AI tools cannot meet the requirements for 
authorship as they cannot take responsibility for the 

submitted work. As non-legal entities, they cannot 

assert the presence or absence of conflicts of interest 
nor manage copyright and license agreements”



To what extent have academic publishers 

engaged in, framed, nuanced, or even led

the debate over authorship and the use of 

generative AI tools over the past 12 months?



Publisher policies and AI authorship 

● Taylor & Francis
● Sage
● Wiley-Blackwell
● Elsevier
● Oxford University Press
● Cambridge University Press
● IOP Publishing
● MDPI
● De Gruyter
● Frontiers Media
● Institute of Electrical and 

Electronics Engineers
● Emerald Publishing Group
● Springer-Verlag Wien
● American Psychological 

Association

● AI-based tools and technologies for content 
generation (e.g. ChatGPT) cannot be an 

author

● Assistance from AI tools for content 
generation must be acknowledged in the 

submission
● Delineates human and non-human tasks

○ authors are expected to be responsible, 

accountable and act with integrity
○ Gen AI is a tool, has limited 

validity/accuracy and must be 
acknowledged/disclosed/described

● GenAI includes text and images



Modals of obligation: must

● AI must be disclosed in the methods section and cited…
● The use of AI…must be disclosed…

● use of such AI tools… must be flagged…
● where AI or AI-assisted tools have been used… this must be appropriately 

declared…

● Any assistance from AI tools for content generation… must be clearly 
acknowledged

● use must be described, transparently and in detail
● the author(s) must describe the content created or modified as well as 

appropriately cite

● author(s) must be responsible for the work and accountable for its accuracy, 

integrity, and validity…
● the author(s) must be responsible for the creation and interpretation of their work 

● Authors…must ensure…that this content complies with all MDPI’s publication 

ethics policies. 
● Authors must be aware that using AI-based tools and technologies…is not in line 

with our authorship criteria.
● the author must employ the software citation template…



Academic authorship: 

what it means to be human vs LLM/ChatGPT

● “Authorship requires taking accountability for content, consenting to publication via an author 

publishing agreement, giving contractual assurances about the integrity of the work, among other 

principles. These are uniquely human responsibilities that cannot be undertaken by AI tools.” (Taylor & 

Francis)

● “Human intervention with these tools is essential to ensure that content presented is accurate and 

appropriate” (Sage)

● “Artificial Intelligence Generated Content (AIGC) tools—such as ChatGPT and others based on large 

language models (LLMs)—cannot be considered capable of initiating an original piece of research

without direction by human authors” (Wiley-Blackwell)

● “Large Language Models cannot be credited with authorship as they are incapable of conceptualising 

a research design without human direction and cannot be accountable for the integrity, originality, and 

validity of the published work” (Emerald Publishing Group)

● “Neither symbolic figures such as Camille Noûs nor natural language processing tools driven by artificial 

intelligence (AI) such as ChatGPT qualify as authors” (OUP)



Sage

Potential 
and risks

Sage recognises the value of large 

language models (LLMs) (e.g. ChatGPT) 
and generative AI as productivity tools that 

can help authors in preparing their article 

for submission…. 

However, it is important to note that all 

language models have limitations and 

cannot replicate human creative and 

critical thinking….

Therefore, Sage requires authors to be 

aware of the limitations of language models 

and consider these in any use of LLMs in 

their submissions.



Frontiers: Acceptable uses of GenAI tools
…generative AI technologies such as Large Language 

Models (ChatGPT, Jasper) and text-to-image generators 

(DALL-E 2, Midjourney, Stable Diffusion) in the writing or 

editing of manuscripts submitted to Frontiers.

…Specifically, the author is responsible for checking the 

factual accuracy of any content created by the generative 

AI technology. …Figures produced by or edited using a 

generative AI technology must be checked to ensure they 

accurately reflect the data presented in the manuscript. 

This explanation must list the name, version, model, and 

source of the generative AI technology. We encourage 

authors to upload all input prompts provided to a generative 

AI technology and outputs received from a generative AI 

technology in the supplementary files for the manuscript.



How do academic 

disciplines engage 
with Generative AI use 

in academic 

publishing?



Editorials/research articles - authorship & LLMs/ChatGPT



Reflections so far….

● Policy responses from major publishers relatively uniform, and in line 

with responses from those leading the field, and possibly watchdog 

media reporting

● Debates in disciplines happening relatively early but not uniform (led 

by medical field) 

● Despite origins of authorship debates and technologizing of media 

and communication, little commentary or research from media and 

communication scholars



AI tools for researchers 
(Research GenAI or RGAI)
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Research GenAI tools

● Consensus
● Elicit
● Perplexity
● ResearchRabbit
● Scholarcy
● Scite
● SciSpace
● Writeful
● Plus more…





Elicit



Elicit

Functionality

• Search: Built on Semantic Scholar corpus 
(~200 million papers)

• Extract data from uploaded papers (Elicit 
says uploaded papers remain “private” 
to the user and not added to the 
corpus)

• Summarise academic papers

• Concept-driven search (research 
sources organised by concept). Uses 
ChatGPT and flags when actual sources 
can’t be found/matched in corpus.



Elicit

Limitations

• Can “miss the nuance of a paper or 

misunderstand what a number refers to”

• “More helpful to think of Elicit-generated 

content as around 80-90% accurate, 

definitely not 100% accurate.”

• Accuracy is very discipline-specific –

focused on hard empirical/quant 

research (unlikely to be helpful/reliable 

for HASS research)

”Freemium” model. Cost: USD $10 
per month (12,000 credits)



Practices: 
Cultures of use



Elicit



Elicit



Elicit - Find 

and 

summarise 

papers



Elicit



Elicit - adding 
“limitations”



Elicit -

concept 

search



Benefits of Research GenAI tools come 
with new risks

🠶 Co-pilot for idea generation

🠶 Assist in mapping literature on a topic

🠶 Connect and summarise existing research

🠶 Help evaluate credibility of research (claim)

🠶 Automate “menial” tasks, like referencing

🠶 Assist in research translation and public 

engagement



Risks of AI tools for researchers

🠶 Outsourcing important researcher learning

🠶 Plagiarism (?)

🠶 Privacy

🠶 Copyright and intellectual property (“feeding the 
beast”)

🠶 Replicating/reinforcing bias

🠶 Cost of access/inequity

🠶 Who is responsible when AI gets it wrong?

🠶 Others?



Cross-sector principles and 
frameworks
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Reflections

🠶 “Primordial ooze” phase of technology development  

and impacts of policies and practices

🠶 For science: 

🠶 a lot of tech foam that will settle? 

🠶 (a) significant disruption(s)?

🠶 Look to longer, nuanced media and communication 

debates and to where interesting work is happening: 

e.g., communicative AI and the automation of 

communication - Hepp et al. (2023) 

🠶 Publisher policies: regulation over education (fostering 

a culture of trust)

🠶 GenAI technologies are being embedded within 

digital infrastructures and entangled with human 

practices = interdisciplinary research collaboration
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Acknowledgments


	Slide 1: GenAI and communicating scientific knowledge:  emerging practices and policy responses
	Slide 2
	Slide 3
	Slide 4: Generative AI & the academic publishing
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14: GenAI rules:  AI policies in academic publishing
	Slide 15: Authorship and AI: academic publishing  policies
	Slide 16
	Slide 17: Publisher policies and AI authorship 
	Slide 18: Modals of obligation: must
	Slide 19: Academic authorship:  what it means to be human vs LLM/ChatGPT
	Slide 20: Sage  Potential and risks 
	Slide 21: Frontiers: Acceptable uses of GenAI tools
	Slide 22
	Slide 23: Editorials/research articles - authorship & LLMs/ChatGPT
	Slide 24: Reflections so far….
	Slide 25: AI tools for researchers (Research GenAI or RGAI)
	Slide 26: Research GenAI tools
	Slide 27
	Slide 28: Elicit
	Slide 29: Elicit
	Slide 30: Elicit
	Slide 31: Practices:  Cultures of use
	Slide 32: Elicit
	Slide 33: Elicit
	Slide 34: Elicit - Find and summarise papers
	Slide 35: Elicit
	Slide 36: Elicit - adding “limitations”
	Slide 37: Elicit - concept search
	Slide 38: Benefits of Research GenAI tools come with new risks
	Slide 39: Risks of AI tools for researchers
	Slide 40: Cross-sector principles and frameworks
	Slide 41
	Slide 42
	Slide 43
	Slide 44: Reflections
	Slide 45: Infrastructure support provided by QUT’s Digital Media Research Centre (DMRC) and the ARC Centre of Excellence for Automated Decision-Making and Society (ADM+S)

