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Data

Data

Data

Data

Data

Record Data

32.1 nA

26.7 nA

35.1 nA

31.1 nA

39.8 nA

ÅNow, each experiment is fundamentallyrun under different conditions, and we donôt know what all 
of these are

ÅNow, consider performing experiments on a population known to be variable:
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ñPopulation Dataò?

ÅConsider a fundamental source of data, an experiment:

◐ ὪⱣ ꜗ ◑
Observations

Individual 

ñTruthò
Error

Ᵽ the parameters belonging to a single individual ïunobserved!
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Data: The heights recorded for the bounces

Parameters: Ball roundness, and ball bounciness
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Why Bother?

ÅShunting off all the variability into random effects is sometimes just not good enough

To predict what will happen now conditions have 

changed, bounce heights are not enough. We need to 

know ball roundness and bounciness to understand 

how each different ball will respond to a sloped surface.
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Why Bother?

ARD ïAbsolute Response Difference

(Leucht et al. 2015)
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The Heart of the Matter

ÅThe electrical signalling that drives the heartbeat is a primary example of population variability in 
action, and a topic of active research in the area

(Passini et al. 2016)

We might like to know under 

what conditions this happens
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ÅThe muscle cells that characterise the heart respond to electrical signals:
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The Heart of the Matter

ÅThe muscle cells that characterise the heart respond to electrical signals:
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ÅDespite the sophisticated voltage-driven control of their ion channels, heart cells are mindless:

ÁWait for signal

ÁIf I get a signal, activate and pass signal onto my neighbours

ÁIntake Ca2+ ions and contract

ÁGradually return to the rest state, and await next signal
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Body Over Mind

ÅDespite the sophisticated voltage-driven control of their ion channels, heart cells are mindless:

ÁWait for signal

ÁIf I get a signal, activate and pass signal onto my neighbours

ÁIntake Ca2+ ions and contract

ÁGradually return to the rest state, and await next signal

ÅIn the healthy heartbeat, a small node triggers a wave that moves through the heart tissue and 
cells contract in a synchronised manner
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Arrhythmia

Tachycardia Fibrillation

ÅMindless cells canôt distinguish between signals that originated from the node, or elsewhere
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cannot measure the parameters, Ᵽ, let alone experimentally control them

ÅWe do, however, know that Ᵽvaries wildly between people
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Simulation Science

ÅIn a setting like the heart (and many others in medicine, and also outside of medicine), we 
cannot measure the parameters, Ᵽ, let alone experimentally control them

ÅWe do, however, know that Ᵽvaries wildly between people

ÅComputer simulation becomes invaluable

ébut we really do want our computer models to represent the data we have!
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Aside: The Mathematics of Heart Signalling

ÅTo simulate a system, we must explicitly describe its operation:

ÅAn example current:

(Heart cell as capacitor)
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Aside: The Mathematics of Heart Signalling

ÅTo simulate a system, we must explicitly describe its operation:

ÅAn example current:

(Heart cell as capacitor)

Probability a channel is open
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Aside: The Mathematics of Heart Signalling

ÅTo simulate a system, we must explicitly describe its operation:

ÅAn example current:

(Heart cell as capacitor)

Push towards equilibrium voltage
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Aside: The Mathematics of Heart Signalling

ÅTo simulate a system, we must explicitly describe its operation:

ÅAn example current:

(Heart cell as capacitor)

ὠ-dependent opening
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Aside: The Mathematics of Heart Signalling

ÅTo simulate a system, we must explicitly describe its operation:

ὠ

ὸ
ɳ ẗ ὠɳ
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Spread of excitation to neighbours
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Aside: The Mathematics of Heart Signalling

ÅTo simulate a system, we must explicitly describe its operation:

ὠ

ὸ
ɳ ẗ ὠɳ

ρ

ὅ
Ὅ

Excitation and refractoriness
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Aside: The Mathematics of Heart Signalling

ÅTo simulate a system, we must explicitly describe its operation:

ὠ

ὸ
ɳ ẗ ὠɳ

ρ

ὅ
Ὅ

We have very complex dynamics, well-described but 

highly parameter dependent. The perfect setting to 

explore some variability!
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Finally: Population Calibration

ÅWe now return to our population data paradigm

◐ ὪⱣ ꜗ ◑
Observations

Individual 

ñTruthò

ώ —

? We donôt want to match individual 

observations. We want the spread 

across the population
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Finally: Population Calibration

ÅWe want a distribution on the parameters in response to some data. Sounds Bayesian.

ὴⱣ◐ ᶿὴⱣὴ◐ ꜗ ◑
??

éhear me out
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Finally: Population Calibration

ÅWe want a distribution on the parameters in response to some data. Sounds Bayesian.

ὴⱣ◐ ᶿὴⱣὴ◐ ꜗ ◑
??

ώ

accept

rarely

accept

frequently

éperhaps it works in practise?
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No.

ÅLetôs consider a very simplified example, where a specific DNA string causes ñsmallnessò

CG

GC

AA

AC

CA TT

TG

CT

AT

CC

TA

TC

GT

GA

AG
GG
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No.

ÅPopulation calibration here:

Our observed data tells us that 

40% people exhibiting ñsmallnessò.

What does this imply for the spread 

of genes in the population?

ὴώ
πȢτ ώ ͼÓÍÁÌÌͼ
πȢφ ώ ͼÓÍÁÌÌͼ

ὴ—ȿώ ȩ
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No.

ÅPopulation calibration here:

Our observed data tells us that 

40% people exhibiting ñsmallnessò.

What does this imply for the spread 

of genes in the population?

Let us also simplify by assuming all 

DNA values are equally likely

(uniform prior)

ὴώ
πȢτ ώ ͼÓÍÁÌÌͼ
πȢφ ώ ͼÓÍÁÌÌͼ

ὴ—ȿώ ȩ

ὴ—
ρ

ρφ
— ὢὢ
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No.

ÅSetting aside the maths notation, the answer is perhaps obvious:

40% of people have CG

60% of people have every other combination, 

distributed equally across each
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No.

ÅThe ñBayesianò approach, however, does it kinda backwards

Generate a 

random DNA pair 

Check what kind 

of person we get

Accept based on 

population frequency

— ώ Ὢ— ὴώ
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No.

ÅThe ñBayesianò approach, however, does it kinda backwards

Generate a 

random DNA pair 

Check what kind 

of person we get

Accept based on 

population frequency

— ώ Ὢ— ὴώ

We naturally sample 

tons of non-CG pairs

We get lots of 

non-small people

We accept many 

of these samples
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No.

ÅOur ñposteriorò gives us a population where only 4.3% exhibit smallness
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Mathematically

Secretly this is just a change of variables:

ὴώ ὴ— —

Under the condition of a uniform prior, we have:

ὴ—
ὴώ Ὢ—

Ὢ— ώ

Generalising this to multivariate, continuous variables gets much tougher
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Mathematically

Secretly this is just a change of variables:

ὴώ ὴ— —

Under the condition of a uniform prior, we have:

ὴ—
ὴώ Ὢ—

Ὢ— ώ

Generalising this to multivariate, continuous variables gets much tougher

Proportion of the population 

demonstrating this outcome

Divided evenly across all 

parameters that produce 

that outcome
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Paul Baggenstoss (2017)

A solo author who mostly only cites himself gave me the answer:

ὴⱣ
◐

“ ⱣὪⱣ ◐ὴ◐

Ᵽ᷿
“ ⱣὪⱣ ◐ὨⱣ

Ὠ◐

Pretty sure measure theory can handle this too, but, uhhé

Proportion of the population 

demonstrating this outcome

Divided appropriately across 

all parameters that produce 

that outcome

We can incorporate 

prior information too
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Paul Baggenstoss (2017)

A solo author who mostly only cites himself gave me the answer:

ὴⱣ
◐

“ ⱣὪⱣ ◐ὴ◐

Ᵽ᷿
“ ⱣὪⱣ ◐ὨⱣ

Ὠ◐

Pretty sure measure theory can handle this too, but, uhhé

Also, this is still two multi-dimensional integrals that rely on knowing how 
ὪⱣ behaves (which we donôt)

Proportion of the population 

demonstrating this outcome

Divided appropriately across 

all parameters that produce 

that outcome

We can incorporate 

prior information too
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A solo author who mostly only cites himself gave me the answer:
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1. Ignore all this and go back to the first ñBayesianò way (yes, seriously)
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Two Paths Forwardé

A solo author who mostly only cites himself gave me the answer:

ὴⱣ
◐

“ ⱣὪⱣ ◐ὴ◐

Ᵽ᷿
“ ⱣὪⱣ ◐ὨⱣ

Ὠ◐

1. Ignore all this and go back to the first ñBayesianò way (yes, seriously)

2. Replace ὪⱣ with a more manageable model 
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We can take advantage of some powerful sampling 

techniques to find good Ᵽvalues. I like sequential Monte 

Carlo (SMC).

1. Initialise a bunch of particles without caring 
about good Ᵽvalues

2. Determine based on how good our current 
particles are how much of the problemôs 
complexity we can safely introduce

3. Copy each particle onto a random other, but 
biased towards the good particles

4. ñJiggleò each particle in a way that respects the 
sampling problem 

5. Repeat until all of the problemôs complexity has 
been introduced and we thus have an answer

Back to Bayesian

ώ

accept

rarely

accept

frequently



CRICOS No.00213JCRICOS No.00213J

We can take advantage of some powerful sampling 

techniques to find good Ᵽvalues. I like sequential Monte 

Carlo (SMC).

1. Sample ὔparticles across particle space using 
the prior, set  π

2. Determine such that 

ρ

В ὴ◐
‖ὔ

3. Resample these particles according to their 
normalised weights, 

ύ
ὴ◐

В ὴ◐

4. Apply MCMC move steps to regain unique 
particles, 

0ÒÍÏÖÅ
ὴ◐

ὴ◐

ὐⱣȿⱣ

ὐⱣȿⱣ

5. Repeat from step 2 until  ρ

Back to Bayesian

ώ

accept

rarely

accept

frequently

ὐⱣȿⱣ the jumping/proposal 

distribution for MCMC
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Back to Bayesian
We have seen already the issues with taking this naïve Bayesian approach, 
so we rely on a post-processing step to repair the distribution:

1. Sample a large number of particles using SMC

2. Try to find the optimal subpopulation of these particles in terms of fit to 
the spread of the data

1. Start with all particles included

2. Pick a particle at random, and consider removal/re-inclusion

3. Choose whether to accept this change according to the change in 
goodness ɝ”, with

0ÒÁÃÃÅÐÔÍÉÎρȟὩ Ⱦ
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Back to Bayesian
We have seen already the issues with taking this naïve Bayesian approach, 
so we rely on a post-processing step to repair the distribution:

1. Sample a large number of particles using SMC

2. Try to find the optimal subpopulation of these particles in terms of fit to 
the spread of the data

1. Start with all particles included

2. Pick a particle at random, and consider removal/re-inclusion

3. Choose whether to accept this change according to the change in 
goodness ɝ”, with

0ÒÁÃÃÅÐÔÍÉÎρȟὩ Ⱦ

This approach is nice as we have all requisite data already ïworks quickly
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Performance ïSMC Alone
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Performance ïAfter Refinement


